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A B S T R A C T   

Human-computer interaction (HCI) strategies communicate the human mind and machine intelligence based on 
different devices and technologies. The majority of HCI strategies assume normal physical conditions that limit 
accessibility for users with disabilities. Certain products, such as Braille keyboards, work fine for people with 
specific disabilities. However, a more general HCI strategy that can neglect users’ physical conditions would 
enhance the accessibility of these tools for disabled persons. Here, we report an HCI strategy that utilises 
triboelectricity of the human body (TEHB) for HCI. The TEHB can be generated by many parts of the human 
body, eliminating the obstacles imposed by physical function disabilities. Such an HCI approach has been used 
for text inputs, graphical inputs, and mimicked mouse functions. With the assistance of deep learning, an ac-
curacy of approximately 98.4 % is achieved for text inputs obtained directly from handwriting. Our findings 
provide a new approach for HCI and demonstrate the feasibility of multiple interaction modes.   

1. Introduction 

Modern human-computer interaction (HCI) [1] techniques utilise the 
visual [2,3], electric [4–6] and acoustic signals [7–10] generated by 
users to communicate with computers. Visual-based methods capture 
the human body’s motions or gestures [2] and interpret these signals 
into different pieces of information. Electric signals are usually gener-
ated on sensors such as keyboards that can be triggered by body mo-
tions. Voices, as acoustic signals, have been widely used for HCI, 
especially in smartphones [11]. In addition, the interactions between 
body motions and optical signals have also been utilised for HCI 
methods, such as virtual keyboards [12,13]. 

Most HCI strategies and products work perfectly for normal people 
but not for people with disabilities [14]. The needs of people with dis-
abilities are different [15] due to the diversity of their functional losses. 

Strategies that are dedicated to disabled persons have been developed. 
For example, a Braille keyboard [16,17] was invented to help people 
with vision impairments communicate with computers. More recently, a 
brain-computer interface [11] was created by embedding microelec-
trodes into the brain for brain-to-text communication via handwriting, 
achieving an accuracy greater than 99 %. Although efforts have been 
made to improve HCI mechanisms for disabled persons, a challenge 
remains: developing a strategy that uses simple signal acquisition 
methods and requires body motions that are as simple as possible. Such a 
strategy can increase the accessibility and universal access of HCI 
methods [18]. 

Here, we report a strategy to utilise the human body’s triboelectricity 
(TEHB) [19–21] for performing HCI (TEHB-HCI). TEHB signals can be 
generated by many movable parts of the body, such as the fingers, el-
bows, and feet, and these signals can be sensed by using either a wired 
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method or a wireless method. HCI activities such as text inputting, 
graphical inputting and mouse functions have been successfully per-
formed. High-accuracy text inputting was realised by using a trained 
convolutional neural network (CNN) model and a linear discriminant 
analysis (LDA) model. Feasible graphical inputting has been demon-
strated by using a wireless sensing strategy that directly interprets finger 
drawings of simple graphics on a tribolayer into shapes on a computer 
screen. Moreover, mimicked mouse functions have been realised based 
on a noncontact wireless sensing strategy. 

2. Results 

2.1. Wired and wireless sensing of the TEHB 

The triboelectrification between the skin and the tribolayer caused 
charge separation at the interface, leading to charge accumulation on 
the human body and the tribolayer that built up potentials [20]. To 
measure this potential, we developed wired and wireless methods that 
were recently used in different HCI scenarios. 

For the wired method (Fig. 1a, Fig. S1a), an electrostatic discharge 
(ESD) wrist strap was placed on the wrist of a participant to generate 
charges on the human body. The other terminal of the strap was con-
nected to a digital multimeter and then to the ground. In this way, the 
potential difference between the human body and the ground was 
measured, which could be used to record the TEHB while performing 
handwriting with continuously changing forces and contact areas be-
tween the finger and the tribolayer (Fig. 1b). In this way, the writing of a 
specific text produced a unique signal pattern that could later be 

identified based on machine learning models. 
For the wireless measurement approach (Fig. 1c, Fig. S1b), an 

Arduino Nano programmed as a voltmeter was placed close to a tribo-
layer to sense the potential changes between the human body and the 
tribolayer. For the case in which no background change was observed, 
the interaction mode could be simplified as shown in Fig. 1d. The change 
in the distance (d) between the skin and the tribolayer changed the 
potential of the human body (VH) because the charge generated on the 
skin had the possibility to move on the human body. A change in d did 
not change the potential of the tribolayer (VT) if no physical contact had 
been made because the charges stayed at the surface of the tribolayer 
without moving. However, if physical contact occurred between the skin 
and the tribolayer, both VH and VT changed. In both scenarios, the 
electric fields produced by the two surfaces changed, resulting in signal 
changes on the sensor. Simply, the potential can be estimated by an 
equation: 

VS = C(VH − VT)/dHT − S  

where VS is the sensed potential on the sensor, dHT-S is the distance be-
tween the sensor and the edge of the VH/VT system, and C is a constant. 

2.2. Text input from handwriting 

Handwriting, specifically finger writing in this study, is a highly 
repeatable body movement (Fig. S2); therefore, it is possible to recog-
nise handwriting by analysing the features of the associated TEHB sig-
nals. Two approaches were developed to realise text inputs by using 
CNNs [22] and the combination of dynamic time warping (DTW) [23, 
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Fig. 1. Sensing mechanism of the TEHB. (a) A 
schematic drawing of the wired TEHB sensing 
process, where an ESD strap was worn and 
connected to the ground through a digiatal 
multimeter (DMM). The potential between the 
body and the ground was measured while a 
finger was writing on a tribolayer. (b) The 
charge generation process of handwriting on a 
tribolayer. The changes in the pressure and 
contact area led to changes in the potential on 
the body. (c) A schematic drawing of the 
wireless TEHB sensing process, where a sensor 
connected to a computer was placed near a 
tribolayer. (d) A schematic drawing of the 
mechanism of the wireless sensing method. The 
changes in the electric field built between the 
body and the tribolayer resulted in different 
sensor signals.   
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24] and linear discriminant analysis (LDA). 
The CNN model (Fig. 1a) included three Conv1D layers with filters 

and kernel sizes of (64, 100), (128, 100) and (256, 100). A pooling layer 
(GlobalAveragePooling1D) and a dense layer were added after the 
Conv1D layers. The built model was trained and tested with handwriting 
data including both uppercase and lowercase English letters. To visu-
alise the multidimensional time series data on a 2D plot, t-distributed 
stochastic neighbour embedding (t-SNE) [25] was applied after each 
layer of the CNN model. Fig. 2b and c show the t-SNE plots of the up-
percase and lowercase letters of the output derived from the CNN model, 
indicating 26 clusters that represent the 26 letters. 

The accuracies of the CNN model on the training datasets reached 
99.7 %, while the loss was lower than 0.1. The accuracies on the test sets 
were 97.1 % for uppercase letters (Figs. 2d) and 98.4 % for lowercase 

letters (Fig. 2e). Plots of the accuracies and losses versus the number of 
epochs are given in Fig. S3. The results demonstrated the high accuracy 
of determining text inputs from handwriting via the CNN model. 

Instead of extracting the features from the signals, we used DTW to 
calculate the similarities of the TEHB signals (Fig. 3a~d) of uppercase 
and lowercase letters (Fig. S4), and the DTW distances (Fig. 3e, f) were 
used as features to train an LDA model. We also applied t-SNE to visu-
alise the clusters of the DTW distances for both uppercase and lowercase 
letters (Fig. 3g, h). The test accuracies were 97.4 % for uppercase letters 
and 97.7 % for lowercase letters. The receiver operating characteristic 
(ROC) curves shown in Fig. 3i and j and the areas under the curve [26] 
(AUCs) equal to 1 indicated the high performance of the proposed 
method. Comparing to the CNN based model, the DTW-LDA model has a 
shorter training time while remaining a compatible high accuracy. 

Fig. 2. The Conv1D model for text input. (a) The structure of the Conv1D model containing three layers. (b) and (c) t-SNE visualisations of the output of the Conv1D 
model for handwritten uppercase and lowercase letters. The dimensionality of the data was reduced to 10 via PCA before applying t-SNE. (d) and (f) The confusion 
matrices obtained on the test subset by using the trained Conv1D model, achieving accuracies of 97.1 % and 98.4 % for uppercase and lowercase letters, respectively. 
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2.3. Code-based wireless text inputs 

In addition to the direct interpretation of handwriting, the indirect 
translation of codes was also investigated for text inputs. Here, the peaks 
of the TEHB signals were sensed wirelessly and utilised for assigning “1” 
or “0” based on their intensities compared to a threshold. Higher in-
tensities (“1”) above the threshold were generated by tapping with two 
fingers, while lower-intensity (“0”) signals were generated by tapping 
with one finger. Another alternative is to use materials with higher 
triboelectric effects, such as PTFE and PFA, to generate high-intensity 
signals and use materials with lower triboelectric effects, such as PET 
and PEI, to generate low-intensity signals. Different code systems 
(Fig. 4a), such as Morse, Braille, and binary codes, were tested, and the 
accuracy was approximately 99 % (99 of 100 tests). In addition, a self- 
designed code system (Fig. 4b and c) could also be applied for text in-
puts, giving the users more personality and security in their text inputs. 
This type of code-based input could be performed on different surfaces 
that are easily accessible (Fig. 4d) and even on wet surfaces (Fig. 4e), 
indicating the feasibility of the strategy. 

2.4. Wireless graphical inputs 

Graphical inputting is another important HCI activity that has been 
performed with different methods based on touch screen sensors [27] or 
parameter settings in software. Position sensors can trace the movement 

of a hand and produce a graphical structure. Command-based methods 
give orders to the computer to draw graphical structures. The 
TEHB-HCI-based graphical input strategy combines the advantages of 
the above two methods. Such a method can sense the movement of the 
hand but does not trace its positions, and it extract features from signals 
as commands to draw graphical structures. Generally, communications 
are based on the number of peaks, the widths of the peaks, and the 
distances among the peaks. For example, a finger drawing of a circle 
produces two peaks that are different from the three peaks produced by 
a triangle (Fig. 5a and b). Based on the widths of the peaks, we made 
simple algorithms to set the parameters of different shapes (Fig. 5c). 
Supporting Information V1 shows a video about how the graphical in-
puts were collected. The reason why the widths of the peaks were used to 
set the parameters of the shapes is because they directly reflected the 
movements of the finger, where a longer movement led to a wider peak 
that resulted in, e.g., a longer rectangle side than that yielded by a 
shorter finger movement. That said, the parameters of the graphics 
could be easily tuned by the widths of the peaks, which are practically 
determined by the speeds and the periods of finger movements. By 
adding more settings to the program, we created more complex graph-
ical patterns (Fig. 5d). 

Supplementary material related to this article can be found online at 
doi:10.1016/j.nanoen.2022.107503. 

In addition to the use of the peak widths to set the parameters of the 
different shapes, one can also use the distances between the peaks to set 

Fig. 3. DTW-LDA model for text input. (a) DTW distance between two TEHB signals of handwritten samples of the uppercase letter “A”, showing the line matches. (b) 
The warp path of the DTW result in (a). (c) DTW distance between the TEHB signals of handwritten uppercase letters “A” and “B”, showing the line matches. (d) The 
warp path of the DTW result in (c). (e) Box plot of the DTW distances among the measured signals for the handwritten uppercase letters and the signals in the 
database. (f) t-SNE visualisation of the DTW distances in (e). (g) ROC plot of the LDA model, showing the micro-averages (Micro-A) and macro-averages (Macro-A) 
and the AUC values. (h) Box plot of the DTW distances among the measured signals for the handwritten lowercase letters and the signals in the database. (i) t-SNE 
visualisation of the DTW distances in (h). (j) ROC plot of the LDA model, showing the Micro-A, Macro-A and the AUC values. 
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these parameters (Fig. S5. The peaks could be generated by finger tap-
ping instead of drawing. Although this approach does not directly 
interpret finger drawings, it has more controllable parameter settings. 
The reason for this is that the distances between the peaks are more 
certain than the peak widths, which are highly dependent on the pre- 
assigned settings in the program and can be influenced by the neigh-
bour peaks. 

2.5. Mimicked mouse functions 

TEHB signals have also been used to realize mouse functions based 
on the features of the TEHB signals. To improve the user experience, a 
nontouch-based wireless method (Fig. 1d) was developed so that the 
hand could move freely. Such a strategy afforded a new user represen-
tation method [29]. Mouse functions, such as cursor control and left and 
right clicks, were successfully performed based on the obtained TEHB 
signals, as shown in Fig. 6. The TEHB signals with single peaks (Fig. 6a, 
b) were used to move the cursor vertically, and the widths of the peaks 

A      B      C      D      E      F      G
00        01       010     011       0110   0111  01110

H      I       J       K       L      M    N
10 11       110     111       1110   1111  11110

O      P     Q            R      S      T
100      101     1010            1011   10110  10111

U      V     W           X      Y      Z
1100     1101  11010        11011  110110  110111
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Fig. 4. Code-based text inputs. (a) TEHB-based text input obtained by using Morse, Braille and binary code systems. The stronger signals with intensities above 0.5 
generated by tapping with two fingers are represented as dashes, black dots and “1”s in the Morse, Braille and binary code systems, respectively. The weaker signals 
with intensities below 0.5 generated by tapping with one finger are represented dots, the white dots and “0”s in the Morse, Braille and Binary code systems, 
respectively. (b) A homemade code system. (c) The input of the word “TRIBOELECTRIFICATION” based on the homemade code system. (d) TEHB-based text inputs 
produced on different surfaces. The code represents the letter “Q” in the homemade code system. (e) Text inputting on a wet PTFE surface, showing the corresponding 
TEHB signal and a photograph of the surface. 
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a b c dHBT SignalsDraw
Fig. 5. Graphical inputs based on a wireless 
TEHB-HCI strategy. (a) The movement of a 
finger on a tribolayer for generating TEHB 
signals to be interpreted into shapes on a 
screen. (b) The specific TEHB signals for the 
shapes in (a). The full widths of the peaks 
extracted by using the SciPy [28] signal pro-
cessing toolbox and used as distance indices for 
the created shapes. (c) Shapes created on a 
screen based on the features of the TEHB sig-
nals. The lengths of the sides and the line were 
calculated based on the widths of the peaks. (d) 
Different figures and patterns created by using 
the TEHB-based graphical inputs.   

ca e

b d f

Tribolayer

Tribolayer

Tribolayer

Tribolayer

Tribolayer

Tribolayer

Fig. 6. Mouse functions based on a wireless TEHB-HCI strategy without touching. (a) Moving a hand away from a tribolayer, generating a positive peak that was 
interpreted as an upwards cursor movement. The width of the peak was used as a distance index for cursor movement. (b) Moving a hand close to a tribolayer, 
generating a negative peak that was interpreted as a downwards cursor movement. (c) Moving a hand first up and then down, generating a signal for moving the 
cursor to the right. The distance between the peaks was used as the cursor movement distance. (d) Moving a hand first down and then up, generating a signal for 
moving the cursor to the left. (e) and (f) Moving a hand up and down quickly two or three times. The number of peaks was used as a feature, where 2 peaks (e) 
equalled a left click and 3 peaks (f) equalled a right click. 
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were used as the distance index for cursor movement. In this study, we 
directly turned the peak widths in milliseconds into pixels for posi-
tioning the cursor. The TEHB signals with positive and negative peaks 
(Fig. 5c, d) were used to move the cursor horizontally based on the peak 
that came first, and the distances between the peaks were used as the 
distance index. With these four basic movements, one could manipulate 
the cursor on a screen. The left and right clicks of a mouse were also 
realised in a simple manner by counting the numbers of positive peaks. 
The TEHB signals with two peaks were interpreted as left clicks, and the 
signals with three peaks were interpreted as right clicks. Supporting 
Information V2 shows a video of the experiments. 

2.6. Perform TEHB-HCI by different body parts 

The physical mechanism behind the TEHB decides that it can be 
performed by any part of the human body. In most of the scenarios, it is 
the part on upper and lower limbs that are used. In our experiments 
(Fig. S6), triboelectric signals that generated by finger, thenar and 
hypothenar eminences, elbow, toe, and heel have been successfully 
collected with good enough signal to noise ratio. Such results implies 
that the TEHB-HCI strategy is not limited by the physical functions of the 
users, making it a universe way of the HCI. 

3. Discussion 

It should be noted that TEHB signals have strong personal charac-
teristics, making the TEHB-HCI approach produce strong personalities 
that play a prominent role in HCI [30]. A simple example is how users 
write the letter “A”. Some users write in two strokes, while others write 
in three strokes (Fig. S7). The TEHB-HCI method allows users to have 
personalised writing habits that might not be achievable with other 
types of HCI. To make a more general model that can be applied for 
multiple users, there is a need to collect handwriting data from different 
persons. 

The personalised [31] TEHB-HCI approach leads to higher levels of 
security [18] and privacy [32] than those achieved by other methods, 
such as keyboard-based HCI. For example, a user can build a specific 
code system by using different TEHB signal features, which have a high 
level of security. 

During the experiments, we found that the TEHB signals could pre-
sent the user’s moods (Fig. S8), which may lead to a new affective 
computing strategy [33,34] in which emotion recognition [35,36] is the 
essential component. Different from the currently used vision- or 
voice-based emotion recognition methods [9,35], the TEHB-HCI tech-
nique requires no extra device, such as a camera [3,37,38], and uses less 
space. This will lead to new studies in artificial intelligence. 

Currently used HCI strategies are generally for people with normal 
physical functions which may due to the limited market of products. 
Another reason is the diverse of disabilities. For example, the keyboard 
for text input with Braille code could not serve people with hand or 
finger related disabilities. There are many other types of triboelectric 
sensors based HCI, such as TENG based tactile sensors [39–41] and 
TENG based keyboards [42,43], and other types devices such as elec-
tronic skins [44,45], etc. comparing to these sensors, the advantages of 
the TEHB-HCI are the simplicity of the device, high accessibility, the 
availability of materials, and the low demand of physical functions. The 
disadvantages are the highly dependent on machine learning algorithm 
and the sensitivity background noises. 

4. Conclusion 

In summary, we presented a new HCI method based on the TEHB. 
The human minds represented by triboelectric signals could be directly 
read and translated by computer programs through different ap-
proaches, realising text inputting, graphical inputting and mouse func-
tions. Such a strategy gives the TEHB-HCI approach more personality, as 

well as high levels of security and privacy. Moreover, the diversity of the 
material choices make the TEHB-HCI method flexible and feasible in 
both time and place. An TEHB-HCI method that includes emotions could 
lead to a new affective computing strategy. Future works may focus on 
improving the machine learning process to improve the efficiency and 
accuracy of signal interpretation. 

5. Experimental section 

The wired TEHB signal measurement process was performed by 
connecting the human body to the ground through a digital multimeter 
(PXI 4071). An ESD band was worn on the wrist, and the other band 
terminal was connected to the digital multimeter. The digital multimeter 
was then attached to the ground. The program for measuring the TEHB 
signal was homemade with a sampling ratio of 1000/s. The substrate 
used for handwriting was a 0.13 mm thick PTFE (High-Tech-Flon®) film 
glued on a desk. 

For the wireless TEHB signal measurement process, an Arduino Nano 
that was programmed as a voltmeter was connected to a computer via a 
docking station. The substrate used was a piece of a PMMA board 
(Materialbutiken, A4 size, 3 mm thick). During the measurement pro-
cedure, the Arduino Nano was placed beside the PMMA board. 

Other materials such as PEI and PET are purchased from McMaster 
with thicknesses of 0.05 mm. 

For the nontouch-based wireless measurement process utilized to 
obtain the TEHB signals that were used for mimicking mouse functions, 
the PMMA board was precharged by hand rubbing. 

The participant wore regular clothes and shoes during all the ex-
periments. No specific attention was given to the clothing. The partici-
pant did not apply any skincare product to their skin. 

Full methodology, e.g. data preparation and process is given in the 
supporting information: experiment. 
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Appendix A. Supporting information  

Supplementary data associated with this article can be found in the 
online version at doi:10.1016/j.nanoen.2022.107503. 
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